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DETECTION OF TOMATO LEAF DISEASES FOR AGRO-

BASED INDUSTRIES USING NOVEL PCA DEEPNET 
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Abstract: The project employs advanced Deep Learning and Computer Vision techniques to improve the detection 

of diseases in tomato plants, crucial for optimizing agricultural production. Introducing the PCA DeepNet framework, 

the project combines classical Machine Learning with a custom Deep Neural Network, offering a unique and powerful 

methodology for capturing both data intricacies and complex disease patterns. Leveraging the Faster Region-Based 

Convolutional Neural Network (F-RCNN), the project achieves accurate classification of healthy and diseased tomato 

leaves, showcasing impressive classification accuracy and a robust mean average precision. Results demonstrate that 

the PCA DeepNet framework outperforms existing methods, promising a significant contribution to agro-based 

industries by providing highly accurate and reliable detection of tomato leaf diseases.This  project extends its 

functionality with advanced models, including DenseNet, Xception, and a Voting Classifier for classification, 

alongside YoloV5 and YoloV8 for detection. The goal is to achieve exceptional accuracy for classification and high 

precision (mAP of 0.85 or above) for detection. 

Index terms -Tomato leaf diseases, artificial intelligence, deep learning, computer vision, generative adversarial 

networks, convolutional neural network, faster region-based convolutional neural network.\ 

INTRODUCTION 

Agriculture is one of the oldest occupations practiced 

worldwide in the majority of the countries. It forms an 

important aspect of sustainability and survivability. 

India being a country primarily having an agriculture-

based economy, hence a major part of India’s 

population is either directly or indirectly linked to 

agriculture. Moreover, agricultural exports majorly 

contribute to the country’s GDP. According to the 

available data, the global population is expected to 

reach 10 billion by2050 which in turn would require 

agricultural productivity to increase by at least 70%. 

With increase in world population, the demand for 

agricultural products has increased manifold.  
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As further cultivable land area cannot be increased, 

hence the only way to increase the amount of 

agricultural production is to enhance the productivity 

of the existing lands. Agriculture in many parts of 

India is still practiced manually in a traditional 

manner, involving lots of manpower and manhours. 

Among several aspects of agriculture, keeping crops 

disease-free is an important facet. This is done 

manually and may turn out to be inaccurate owing to 

some limitations and incorrect judgments of humans 

which in this case might resultin catastrophic 

consequences; the worst being the whole crop getting 

ruined. This is a problem that no farmer can afford and 

hence resort to Artificial Intelligence (AI) based 

solutions. AI in agriculture serves a better pathway to 

analyze real-time problems faced by the farmers in 

day-to-day life. One of the common problems faced is 

the invasion of pests, which deteriorates the quality of 

the crops. The main challenge lies in detecting the 

diseases caused due to the attack of these pests and for 

which farmers need innovative technologies to combat 

such attacks. The joint venture of Computer Vision 

and Artificial Intelligence makes it a great way to solve 

such kinds of problems. The most promising factor 

that rules AI is that it uses real-time data not only to 

predict the emergence but also the identification of the 

pest and diseases before it takes a huge shape. 

Therefore, the main motto of developing such 

automated systems using AI is to reduce the 

vulnerability of pest attack and to preserve the quality 

of production. 

Plant disease detection using Deep Learning 

techniques such as classification and detection has 

become a crucial aspect in monitoring and analyzing 

the productivity of each and every specific species of 

plant. As compared to traditional classification 

networks, techniques involving deep learning yields 

better results for real-time identification of plant leaf 

diseases [1]. These are all headed under the latest 

improvements in computer vision aided systems to 

efficiently provide solutions for multiple plant 

diseases as the existing method for disease detection is 

through naked eyes which require lots of effort and is 

time consuming as well [2]. Therefore to reduce this 

problem Deep Learning has been introduced which 

involves a robust process with higher accuracy for 

accurate diagnosis of the respective diseases [3]. The 

proposed work for detection of Tomato leaf diseases is 

accomplished with a Deep Learning approach 

combined with Machine Learning technique. The 

overall framework depicts the classification of Tomato 

leaf images into healthy and diseased ones and then 

implementation of the images for different categories 

of disease detection. The entire work has been 

implemented using Deep Neural Networks, especially 

using Convolution Neural Network (CNN) 

architectures and PCA and this new model is named as 

PCA DeepNet. The PCA work as the primary feature 

extractor followed by the customized deep neural 

networks for classification and detection purposes. 

The convolutional deep learning networks are 

basically chosen to reduce computational cost and for 

smooth classification; thereby helping in development 

of an intelligent systems assisted tomato leaf disease 

detection. A single shot detector (SSD) and Faster 

Region Based Convolutional Neural Network (F-

RCNN) is used for detection purposes. In F-RCNN, 

the detection steps are carried out in two steps unlike 

SSD and hence a more accurate detection is obtained 

using F-RCNN [4]. 

1. LITERATURE SURVEY 
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The difference of leaf disease images within the class 

is large but the difference between the class is small, 

so it is very important to represent the features of the 

local area of the target [1. 4. 5. 6. 7]. Moreover, the 

complex network occupies a large amount of computer 

memory and wastes a large amount of computing 

resources, which is difficult to meet the needs of low-

cost terminals. This paper [1] proposes a fine-grained 

disease categorization method based on attention 

network to solve the problem. In “Classification 

Model”, attention mechanism is used to increase 

identification ability. “Reconstruction-Generation 

Model” were added during training and the 

“Classification Model” have to pay more attention to 

differentiate areas to find differences instead of paying 

more attention to global features. And adversarial loss 

was applied to distinguish the generated image from 

the original image to suppress the noise introduced by 

the “Discrimination Model” [20]. Due to the feature 

that “Reconstruction-Generation Model” and 

“Discrimination Model” are only used in training and 

do not participate in the operation of inference phase, 

which cannot increase the complexity of the model. 

Compared with the traditional classification network, 

the method of generalization ability enhancement 

further enhances the identification accuracy. And the 

method needs less memory but can achieve low 

performance terminal real-time identification of peach 

and tomato leaf diseases. And it can be applied in other 

crop disease identification fields with the similar 

application scenarios. 

The proposed system helps in identification of plant 

disease and provides remedies that can be used as a 

defense mechanism against the disease. [1] The 

database obtained from the Internet is properly 

segregated and the different plant species are 

identified and are renamed to form a proper database 

then obtain test-database which consists of various 

plant diseases that are used for checking the accuracy 

and confidence level of the project [2] .Then using 

training data we will train our classifier and then 

output will be predicted with optimum accuracy . We 

use Convolution Neural Network(CNN) [9, 10] which 

comprises of different layers which are used for 

prediction. A prototype drone model is also designed 

which can be used for live coverage of large 

agricultural fields to which a high resolution camera is 

attached and will capture images of the plants which 

will act as input for the software, based of which the 

software will tell us whether the plant is healthy or not. 

With our code and training model we have achieved 

an accuracy level of 78% .Our software gives us the 

name of the plant species with its confidence level and 

also the remedy that can be taken as a cure. 

Plant diseases are considered one of the main factors 

influencing food production and minimize losses in 

production, and it is essential that crop diseases have 

fast detection and recognition. The recent expansion of 

deep learning methods has found its application in 

plant disease detection, offering a robust tool with 

highly accurate results. In this context, [3] this work 

presents a systematic review of the literature that aims 

to identify the state of the art of the use of 

convolutional neural networks(CNN) [9] in the 

process of identification and classification of plant 

diseases, delimiting trends, and indicating gaps. In this 

sense, we present 121 papers selected in the last ten 

years with different approaches to treat aspects related 



 

                                                                                                                                                                                                                        
ISSN 2229-6107 www.ijpast.in                                                            

                                                                   Vol 14,Issuse 2.May 2024 
 

62 
 

to disease detection, characteristics of the data set, the 

crops and pathogens investigated. From the results of 

the systematic review, it is possible to understand the 

innovative trends regarding the use of CNNs [10] in 

the identification of plant diseases and to identify the 

gaps that need the attention of the research 

community. 

The identification of plant disease is an imperative part 

of crop monitoring systems. [14] Computer vision and 

deep learning (DL) techniques have been proven to be 

state-of-the-art to address various agricultural 

problems. This research performed the complex tasks 

of localization and classification of the disease in plant 

leaves. In this regard [4], three DL meta-architectures 

including the Single Shot MultiBox Detector (SSD), 

Faster Region-based Convolutional Neural Network 

(RCNN), and Region-based Fully Convolutional 

Networks (RFCN) were applied by using the 

TensorFlow object detection framework. [25, 26] All 

the DL models were trained/tested on a controlled 

environment dataset to recognize the disease in plant 

species. Moreover, an improvement in the mean 

average precision of the best-obtained deep learning 

architecture was attempted through different state-of-

the-art deep learning optimizers. The SSD model 

trained with an Adam optimizer exhibited the highest 

mean average precision (mAP) of 73.07%. The 

successful identification of 26 different types of 

defected and 12 types of healthy leaves in a single 

framework proved the novelty of the work. In the 

future, the proposed detection methodology can also 

be adopted for other agricultural applications. 

Moreover, the generated weights can be reused for 

future real-time detection of plant disease in a 

controlled/uncontrolled environment. 

This paper presents a novel end-to-end DeepPestNet 

framework for pest recognition and classification [5]. 

The proposed model has 11 learnable layers, including 

eight convolutional and three fully connected (FC) 

layers. We used image rotations techniques to increase 

the size of the dataset and image augmentations 

techniques to test the generalizability of the proposed 

DeepPestNet approach. We used the popular Deng’s 

crops data set to assess the proposed DeepPestNet 

framework. We used the proposed method to 

recognize and classify crop pests into 10-class pests, 

i.e., Locusta migratoria, Euproctis pseudoconspersa 

strand, chrysochus Chinensis, empoasca flavescens, 

Spodoptera exigua, larva of laspeyresia pomonella, 

parasa lepida, acrida cinerea, larva of S. exigua, and 

L.pomonella types of insects pests. The proposed 

method achieved optimal accuracy of 100%. [5] We 

compared the proposed DeepPestNet approach with 

traditional pre-trained deep learning (DL) models. To 

verify the general adaptability of this model, we tested 

the proposed model on the standard Kaggle dataset 

“Pest Dataset” to recognize nine types of pests: aphids, 

armyworm, beetle, bollworm, grasshopper, mites, 

mosquito, sawfly, and stem borer and achieved an 

accuracy of 98.92%. The proposed model can provide 

specialists and farmers with immediate and effective 

aid in recognizing pests, potentially reducing 

economic and crop yield losses. 

2. METHODOLOGY 

i) Proposed Work: 
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The proposed system introduces a novel approach 

named PCA DeepNet, a hybrid framework combining 

classical Machine Learning through Principal 

Component Analysis (PCA) and a customized Deep 

Neural Network. PCA serves as the primary feature 

extractor, followed by tailored deep neural networks 

for classification and detection utilizes the Faster 

Region-Based Convolutional Neural Network (F-

RCNN) [4, 36] for effective detection. This  project 

extends its functionality with advanced models, 

including DenseNet, Xception, and a Voting Classifier 

for classification, alongside YoloV5 and YoloV8 for 

detection. The goal is to achieve exceptional accuracy 

for classification and high precision (mAP of 0.85 or 

above) for detection. As part of this extension, a user-

friendly front end is proposed using the Flask 

framework, ensuring a seamless and secure testing 

environment. Flask's flexibility enables the creation of 

an interactive interface, enhancing user experience. 

The incorporation of authentication ensures secure 

access to the system, providing authorized users with 

a reliable platform to test and interact with the 

advanced models. This project aims to deliver a 

comprehensive solution by combining powerful 

models with an accessible and secure user interface. 

ii) System Architecture: 

The proposed PCA DeepNet is meticulously designed 

for performance where each and every step of data 

preparation and analysis has been optimized for best 

results. The pre-processed image data is first made to 

go through an augmentation process using GANs, 

where the data is refined and made more trainable for 

further processes. Then the data is processed with a 

feature extraction technique performed using 

conventional Principal Component Analysis (PCA). 

Thereafter, the classification of the data, which is the 

highlight of PCA DeepNet, is done using a customized 

CNN Classifier specifically designed to process the 

data. At last, the classified outputs are detected using 

a faster region-based CNN [35, 36]. The overall 

system workflow is shown in Fig.1. 

 

Fig 1 System Architecture 

iii) Dataset collection: 

For training a Deep Learning model to be able to 

classify precisely and with high accuracy, an image 

dataset with proper and balanced image samples is 

very essential [25]. The larger the dataset size, the 

more accurate the deep learning model can be 

obtained. Hence the authors have selected the Plant 

Village dataset [26] which is an open-source 

agricultural disease dataset. It is a collection of more 

than 56000 images divided into 38 classes consisting 

of 19 crops (apple, grapes, tomato, potato etc.). The 

dataset consists of high-quality images of leaves in 

.jpeg format with a width of 5472 pixels and a height 

of 3648 pixels. Among the 19 crops, the authors have 

only taken tomatoes into consideration. 
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Fig 2 Tomato Dataset 

The tomato data is distributed into 10 different classes 

namely Late_blight, Healthy, Early_blight, 

Seportia_leaf_ spot, Yellow_leaf_curl_virus, 

Bacteria_spot, Target_spot, Mosaic_virus, Leaf_mold 

and Spider_Mites_two_spotted_ sider which consists 

of a total of 18,128 images of tomato leaves. 

iv) Image Processing: 

Image processing [11] plays a pivotal role in object 

detection within autonomous driving systems, 

encompassing several key steps [18]. The initial phase 

involves converting the input image into a blob object, 

optimizing it for subsequent analysis and 

manipulation. Following this, the classes of objects to 

be detected are defined, delineating the specific 

categories that the algorithm aims to identify. 

Simultaneously, bounding boxes are declared, 

outlining the regions of interest within the image 

where objects are expected to be located. The 

processed data is then converted into a NumPy array, 

a critical step for efficient numerical computation and 

analysis. 

The subsequent stage involves loading a pre-trained 

model, leveraging existing knowledge from extensive 

datasets. This includes reading the network layers of 

the pre-trained model, containing learned features and 

parameters vital for accurate object detection. 

Additionally, output layers are extracted, providing 

final predictions and enabling effective object 

discernment and classification. 

Further, in the image processing pipeline, the image 

and annotation file are appended, ensuring 

comprehensive information for subsequent analysis. 

The color space is adjusted by converting from BGR 

to RGB, and a mask is created to highlight relevant 

features. Finally, the image is resized, optimizing it for 

further processing and analysis [13, 14]. This 

comprehensive image processing workflow 

establishes a solid foundation for robust and accurate 

object detection in the dynamic context of autonomous 

driving systems, contributing to enhanced safety and 

decision-making capabilities on the road. 

v) Data Augmentation: 

Data augmentation is a fundamental technique in 

enhancing the diversity and robustness of training 

datasets for machine learning models, particularly in 

the context of image processing and computer vision. 

The process involves three key transformations to 

augment the original dataset: randomizing the image, 

rotating the image, and transforming the image. 

Randomizing the image introduces variability by 

applying random modifications, such as changes in 

brightness, contrast, or color saturation. This 

stochastic approach helps the model generalize better 

to unseen data and diverse environmental conditions. 
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Rotating the image involves varying the orientation of 

the original image by different degrees. This 

augmentation technique aids in teaching the model to 

recognize objects from different perspectives, 

simulating variations in real-world scenarios. 

Transforming the image includes geometric 

transformations such as scaling, shearing, or flipping. 

These alterations enrich the dataset by introducing 

distortions that mimic real-world variations in object 

appearance and orientation. 

By employing these data augmentation techniques, the 

training dataset becomes more comprehensive, 

allowing the model to learn robust features and 

patterns. This, in turn, improves the model's ability to 

generalize and perform effectively on diverse and 

challenging test scenarios. Data augmentation serves 

as a crucial tool in mitigating overfitting, enhancing 

model performance, and promoting the overall 

reliability of machine learning models, especially in 

applications like image recognition for autonomous 

driving systems. 

vi) Algorithms: 

VGG16 : VGG16, short for Visual Geometry Group 

16, is a deep convolutional neural network architecture 

known for its simplicity and effectiveness .A 

convolutional neural network is also known as a 

ConvNet, which is a kind of artificial neural network. 

A convolutional neural network has an input layer, an 

output layer, and various hidden layers. VGG16 is a 

type of CNN (Convolutional Neural Network) that is 

considered to be one of the best computer vision 

models to date [24].  

 

Fig 3 VGG16 

InceptionResNetV2; Inception ResNetV2 is a deep 

neural network architecture that combines elements 

from the Inception architecture and ResNet (Residual 

Networks). It is an extension of the original Inception 

architecture, designed to improve the training and 

performance of deep convolutional neural networks 

(CNNs) for image classification and other computer 

vision tasks.The Inception module, originally 

introduced in GoogLeNet (InceptionV1), uses 

multiple parallel convolutional filters of different sizes 

to capture features at various scales. On the other hand, 

ResNet introduced residual connections, which allow 

the network to learn residual mappings, making it 

easier to train very deep network. 

 

Fig 4 InceptionResnetV2 

InceptionV3, InceptionV3 is a convolutional neural 

network (CNN) architecture designed for image 
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classification and recognition tasks. It is part of the 

Inception family of architectures developed by 

Google. InceptionV3 improves upon its predecessor, 

InceptionV2, by introducing factorized convolutions 

and batch normalization, resulting in a more efficient 

and accurate model. It has been widely used in various 

computer vision applications, demonstrating strong 

performance in image classification tasks on large 

datasets. 

 

Fig 5 Inception V3 

ResNet152V2, ResNet152V2 is a deep convolutional 

neural network architecture and an extension of the 

ResNet (Residual Networks) family. It specifically 

denotes a ResNet with 152 layers, incorporating the 

use of residual connections to facilitate the training of 

very deep networks. The "V2" in the name signifies 

improvements over the original ResNet, such as the 

use of bottleneck blocks and other optimizations to 

enhance both training efficiency and overall 

performance. ResNet152V2 is often utilized for image 

classification and other computer vision tasks, 

particularly when a highly expressive and deep neural 

network is required. 

 

Fig 6 ResNet152V2 

PCA DeepNet, The PCA DeepNet framework is a 

hybrid approach combining classical machine learning 

using Principal Component Analysis (PCA) with a 

customized deep neural network. PCA functions as the 

primary feature extractor, reducing the dimensionality 

of the input data, while the deep neural network is 

tailored for disease detection through classification 

and pattern recognition. This novel combination aims 

to enhance accuracy and efficiency in disease 

detection by synergizing the strengths of both classical 

and deep learning techniques. 

 

Fig 7 PCA DeepNet 
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KNN, K-Nearest Neighbors (KNN) is a 

straightforward machine learning algorithm used for 

classification and regression. It determines the label or 

value of a new data point based on the majority class 

or average of its k-nearest neighbors in the feature 

space. The choice of 'k' is crucial and can impact the 

algorithm's performance, with KNN being simple to 

implement but potentially less efficient with larger 

datasets [29]. 

 

Fig 8 KNN 

Decision Tree, Decision Tree is a Supervised learning 

technique that can be used for both classification and 

Regression problems, but mostly it is preferred for 

solving Classification problems. It is a tree-structured 

classifier, where internal nodes represent the features 

of a dataset, branches represent the decision 

rules and each leaf node represents the outcome.In a 

Decision tree, there are two nodes, which are 

the Decision Node and Leaf Node.  

 

Fig 9 Decision tree 

Random Forest, Random Forest is a popular machine 

learning algorithm that belongs to the supervised 

learning technique. It can be used for both 

Classification and Regression problems in ML. It is 

based on the concept of ensemble learning, which is 

a process of combining multiple classifiers to solve a 

complex problem and to improve the performance of 

the model. As the name suggests, "Random Forest is 

a classifier that contains a number of decision trees 

on various subsets of the given dataset and takes 

the average to improve the predictive accuracy of 

that dataset."  



 

                                                                                                                                                                                                                        
ISSN 2229-6107 www.ijpast.in                                                            

                                                                   Vol 14,Issuse 2.May 2024 
 

68 
 

 

Fig 10 Random forest 

 Gradient Boosting, Gradient Boosting is an 

ensemble technique in machine learning that combines 

the predictions of weak learners, often decision trees, 

to build a strong predictive model. It sequentially 

corrects errors by fitting new learners to the residual 

errors of the current ensemble. The process involves 

assigning weights to each learner based on their 

contribution to error reduction. Gradient Boosting is 

known for its high predictive accuracy and resilience 

against overfitting.  

 

Fig 11 Gradient boosting 

Densenet, DenseNet is a convolutional neural network 

architecture designed for image classification tasks. It 

features dense connectivity, where each layer receives 

input from all preceding layers, promoting feature 

reuse. With bottleneck layers for efficiency and 

transition layers for dimensionality control, DenseNet 

achieves parameter efficiency, making it competitive 

in performance with fewer parameters compared to 

traditional CNNs. 

 

Fig 12 Densenet 

Xecption, Xception is a deep learning architecture 

introduced by Google that represents an extreme 

version of the Inception (GoogLeNet) architecture. 

The name "Xception" stands for "Extreme Inception." 

It replaces the standard Inception modules with 

depthwise separable convolutions, which factorize the 

standard convolution into depthwise and pointwise 

convolutions. This modification aims to capture 

complex patterns more efficiently while reducing the 

number of parameters in the network [8]. 
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Fig 13 Xception 

Voting Classifier, A voting classifier is a machine 

learning model that gains experience by training on a 

collection of several models and forecasts an output 

(class) based on the class with the highest likelihood 

of becoming the output. To forecast the output class 

based on the largest majority of votes, it averages the 

results of each classifier provided into the voting 

classifier. The concept is to build a single model that 

learns from various models and predicts output based 

on their aggregate majority of votes for each output 

class, rather than building separate specialized models 

and determining the accuracy for each of them. 

 

Fig 14 Voting classifier 

Faster RCNN, Faster R-CNN is a deep learning 

model designed for object detection tasks in computer 

vision. It introduces a region proposal network (RPN) 

to efficiently propose potential object regions within 

an image. The RPN generates region proposals, and 

these proposals are then used to predict bounding 

boxes and class probabilities for objects. The model is 

known for its accuracy and ability to handle complex 

scenes with multiple objects. Faster R-CNN is 

employed in the project for its proven accuracy in 

object detection and its efficient two-stage 

architecture, featuring a region proposal network, 

which is crucial for accurately identifying and 

localizing diseases in tomato plant images [4]. 
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Fig 15 Faster RCNN 

YOLOv5 (You Only Look Once version 

5):YOLOv5 is an object detection model that operates 

by dividing an image into a grid and making 

predictions for bounding boxes and class probabilities 

directly within each grid cell in a single pass through 

the network. It is an evolution of the YOLO series, 

designed to provide a balance between speed and 

accuracy, making it well-suited for real-time object 

detection tasks. 

 

Fig 16 YOLOV5 

YOLOv8 (You Only Look Once version 

8):YOLOv8 is a cutting-edge computer vision model 

renowned for its excellence in object detection, 

segmentation, and pose estimation. As an evolution of 

the YOLO legacy, it delivers state-of-the-art 

performance through a streamlined design and 

innovative features. YOLOv8 is characterized by its 

speed, accuracy, and user-friendly nature, making it 

suitable for a wide range of applications, including 

real-time object tracking, image classification, and 

pose recognition. 

 

Fig 17 YOLOV8 

 

3. EXPERIMENTAL RESULTS 

Precision: Precision evaluates the fraction of correctly 

classified instances or samples among the ones 

classified as positives. Thus, the formula to calculate 

the precision is given by: 

Precision = True positives/ (True positives + False 

positives) = TP/(TP + FP) 
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Fig 18 Precision comparison graph 

Recall:Recall is a metric in machine learning that 

measures the ability of a model to identify all relevant 

instances of a particular class. It is the ratio of correctly 

predicted positive observations to the total actual 

positives, providing insights into a model's 

completeness in capturing instances of a given class. 

 

 

Fig 19 Recall comparison graph 

mAP:Mean Average Precision (MAP) is a ranking 

quality metric. It considers the number of relevant 

recommendations and their position in the list. MAP at 

K is calculated as an arithmetic mean of the Average 

Precision (AP) at K across all users or queries. 

 

 

Fig 20 mAP comparison graph 

 

 

Fig 21 Performance Evaluation table 
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Fig 22 Home page 

 

Fig 23 Registration page 

 

Fig 24 Login page 

 

Fig 25 Input image folder 
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Fig 26 Upload input image 

 

Fig 27 Predict result for given input 

4. CONCLUSION 

The project seamlessly combines deep learning (PCA 

DeepNet, VGG16, InceptionResNetV2) with 

traditional machine learning models (KNN, Decision 

Tree, Random Forest) to create a comprehensive 

solution for precise tomato leaf disease detection [6]. 

Meticulous image preprocessing, including re-scaling 

and transformation, optimizes data for model training, 

enhancing adaptability to diverse agricultural 

conditions. Tailored model architectures, such as 

VGG16 and InceptionResNetV2, showcase a strategic 

approach to capturing both global and intricate 

features, ensuring robust disease identification. The 

other algorithms has demonstrated exceptional 

performance, showcasing the effectiveness of the 

diversified model ensemble for classification and 

state-of-the-art YoloV5 and YoloV8 models for 

precise object detection. Rigorous testing in the user-

friendly front end, with real-world feature values, 

further validates its reliability and practical 

applicability in accurately identifying and localizing 

tomato leaf diseases [4, 6, 10]. Integration of Flask and 

SQLite enables user-friendly interactions, allowing 

farmers to easily sign up, upload images, and receive 

prompt analyses for informed decision-making. 6. By 

leveraging AI for early disease detection, the project 

empowers precision agriculture, offering a proactive 

solution that preserves crop quality and fosters 

sustainable farming practices. 

5. FUTURE SCOPE 

Automation of the proposed system into a real-time 

system can directly benefit farmers and others 

associated with agriculture, providing timely detection 

and prevention of tomato leaf diseases [4]. Further 

optimization of the system can be explored by 

experimenting with different pre-trained deep learning 

models and hyperparameters, comparing the 

efficiency of the proposed PCA DeepNet classifier . 

Integration of the system with other agricultural 

technologies and platforms can enhance its usability 

and accessibility, allowing for seamless integration 

into existing agricultural practices. Expansion of the 

system to detect and classify diseases in other crops 

can be considered, broadening its applicability and 

impact in the field of agriculture. 
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